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Attending to emotion can shed light on why recognizing an ethical issue and taking responsibility for it can
be so demanding. To examine emotions related to taking or not taking responsibility for ethical action, we
conducted a semi-structured interview study with 23 individuals working in interaction design and developing
AI systems in Scandinavian countries. Through a thematic analysis of how participants attribute ethical
responsibility, we identify three ethical stances, that is, discursive approaches to answering the question ‘who
should act’: an individualised I-stance (“the responsibility is mine”), a collective we-stance (“the responsibility is
ours”), and a distanced they-stance (“the responsibility is someone else’s”). Further, we introduce the concepts
of distancing and vulnerability to analyze the emotion work that these three ethical stances place on technology
practitioners in situations of low- and high-scale technology development, where they have more or less
control over the outcomes of their work. We show how the we- and they-stances let technology practitioners
distance themselves from the results of their activity, while the I-stance makes them more vulnerable to
emotional and material risks. By illustrating the emotional dimensions involved in recognizing ethical issues
and embracing responsibility, our study contributes to the field of Ethics in Practice. We argue that emotions
play a pivotal role in technology practitioners’ decision-making process, influencing their choices to either
take action or refrain from doing so.
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1 INTRODUCTION
Scholarly conversations about ethics have traditionally excluded emotion. Instead, moral philoso-
phers have worked on defining the rational ground for ethical behaviour. This approach has been
challenged by ethics of care, where theorists have demonstrated the situated nature of ethics and
the role that feelings play in performing ethical action [72]. In the phenomenology of ethics, Varela
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challenges the understanding of ethics as a matter of rational judgment, demonstrating the role
of embodied and, therefore, felt ethical reasoning [103]. Similarly, in the field of technology pro-
duction, ethics has long been approached through rules and guidelines as attempts to avoid the
biases of individual judgements that draw upon emotions and gut feelings. Recently, though, the
role of emotion has been re-centered in approaches such as experience-centered design [4, 39].
Publications that examine the ethical concerns of technology practitioners empirically have also
demonstrated the importance of emotions in both recognizing an ethical issue and acting upon it
[99, 107]. We continue this exploration by looking at the connection between discourses regarding
ethical responsibility and the feelings they generate among technology practitioners. We argue
that attending to emotion can shed light on why taking ethical responsibility can be so demanding
for technology practitioners. This is why feelings need to be considered in discussions of ethics,
alongside principles like fairness and transparency.
Building on previous work that points at the importance of emotion in recognizing ethical

concerns [107], we ask: What emotion work [4] does ethical responsibility place on technology
practitioners? By ‘emotion work,’ we understand the management and navigation of emotional
processes in work settings [49, 51]. Emotion work needs to be done when we, for example, handle
emotions that conflict with the feeling rules of the workplace [49], that is, the established ways
of demonstrating emotions. Such work is common when it comes to advancing ethical designs
[4, 50, 95] or dealing with ethical contention in situations of value conflict [112].

We follow the tradition of studies of Ethics in Practice [13, 19, 42, 64, 65, 79, 91] by approaching
the attribution of ethical responsibility from technology practitioners’ perspective. We present
an empirical study based on two independently collected sets of semi-structured interviews with
altogether 23 practitioners in various sectors, from interaction designers working in academia to
AI practitioners working for government agencies. Here, we focus on the affective dimension, that
is, the emotions and feelings produced by different stances. We relate our exploration to studies of
ethics in action in design and HCI literature [33, 48, 95] together with the studies focused on the
emotion work of design researchers [4, 25, 50, 55, 82].
Our analysis is structured into three parts: First, through thematic analysis of the interview

data, we identify three ethical stances – I, We, They – which indicate different approaches to
attributing ethical responsibility. The I-stance ascribes responsibility directly to an individual,
granting them a possibility to own the outcomes of an action but also putting them into a vulnerable
position. The we-stance ascribes responsibility to a collective without specifying the role of an
individual’s action. The they-stance externalizes ethical responsibility, attributing it to a group
or entity that the technology practitioner is not a part of. The stances should be understood
as discourses: they are systematic ways of creating an ethical subject rather than individual
psychological dispositions. Second, we analyze the differences between the three stances through
the paired concepts of distancing and vulnerability. Each stance presumes a different degree of
emotional engagement and personal involvement in the outcomes of the practitioner’s work –
engagement that makes a practitioner vulnerable to the risks related to both action and inaction. This
can include emotional and material consequences. Third, we analyze the work that the three stances
do in different types of environments and what consequences they may have for practitioners and
the development of technology. We distinguish between low-scale and high-scale settings, that
is, small vertically integrated design projects and technology development processes that rely on
complex interdependencies of services and often go across organizations.
We make an empirical contribution by articulating three ethical stances, generated from our

interviews with a diverse set of technology practitioners. Further, we introduce the concepts
of distancing and vulnerability to analyze the emotion work that the ethical stances place on
technology practitioners in situations of low- and high-scale technology development. Noting that
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none of the stances is unproblematic, we articulate their emotional consequences: We argue that
both over-individualizing ethical responsibility for the outcomes of complex coordinated activities
and distancing oneself from acting ethically can become problematic in terms of the emotional
distress and moral burden they place on technology practitioners. Here, we connect with scholars of
Ethics in Practice [83, 92, 110] who argue for a more systemic approach to ethics that avoids placing
too much pressure on individual technology practitioners. We conclude by discussing how we
might draw upon resources from first-person design methods [52–54, 96] and research strategies
from Science and Technology Studies [23, 28, 41, 61, 101] to shape conversations on ethics in a
way that avoids over-individualizing ethical responsibility and alienating practitioners from the
outcomes of their work.

2 BACKGROUND
Attributing responsibility for ethical action is not straightforward, especially not when it comes
to the development of complex technical systems with multiple organizations and collaborators
involved [19, 42, 44, 65, 91]. Even in situations where there is consensus on what it means to act
ethically, the question of who should act often remains unresolved: an individual reflective designer,
an organization following legislative and ethical guidelines, trained ethicists, social movements, or
citizens? We draw inspiration from Social Movements Studies that analyze conditions for successful
collective action for social change. According to the frame theory of social movements [9], providing
a coherent narrative explaining what is wrong, what should be done to make things better, and
who should act to implement the necessary changes is a key success factor. If social initiatives fail
to articulate a motivating and comprehensive answer to the question of who should act, reasons for
participation become unclear [9]. In order to demonstrate the parallels between the work that social
movements do to motivate their supporters and the work done to promote ethical development
of technology, we attend to three dimensions of scholarly debates regarding ethics in technology
design and development: (1) introducing new values; (2) translating new values into practice, and;
(3) attributing responsibility for taking ethical action. We demonstrate that the studies of ethics
in design and AI do similar work by formulating problems, outlining solutions, and attributing
responsibility. We centre our attention on the last dimension, attributing responsibility, by studying
answers to the question who should act. Finally, we provide a review of prior empirical studies of
ethics in practice and emotion work in relation to ethical work practice – the line of literature that
most closely resonates with our research.

2.1 Which values? Introducing new ethical frameworks
The first dimension to consider is which values are promoted — or even seen as relevant enough to
take into account. A key line of work to consider is Design Ethics, by which we mean efforts to
make ethics tangible and applicable to the process of technology development (with approaches
including but not limited to Value-Sensitive Design [34], Values at Play [32], Reflective Design [90],
and Critical Design [6]); guiding for design [22, 63]; and visible in the details of the design process
[33, 43, 91, 95]. Within Design Ethics, the work of introducing new values is most noticeable in
the articulation of new agendas, such as ethics of care [24], feminist Human-Computer Interaction
(HCI) [7], autonomous design [29], or design justice [22]. For example, in their article Designing for
existential crisis, Light and Shklovski [63] suggest a new set of values and directions: designing for
dignity instead of fairness, compassion instead of formalized rules, and re-imagining responsibility
rather than empowering. They also urge readers to abandon other values and ways of thinking
typical for HCI, such as separating between a designer and a user, designing for ease, and excluding
non-human actors. This is an attempt to set up a new ethical agenda. Once such an agenda has
been accepted or it has gained sufficient support so that it can be advanced, the emphasis can shift
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to how values can be translated into practice. This entails a practice-oriented approach to how
values come to matter within design processes and technology deployment.

The question of which values are given priority is also central in the AI Ethics literature1. We
understand AI Ethics as a subfield of digital ethics that addresses political, social, and psychological
implications of AI, including machine learning, big data analytics, and blockchain technologies [59],
and seeks to mitigate or pre-empt harms that AI systems can cause [2, 16, 74]. AI Ethics advocates
for developing AI that is trustworthy [1], ethical [75], or transparent, explainable, and accountable
[106]. There is a lot of work within AI Ethics that sets out high-level ethical principles, such as
privacy, fairness, and transparency [56] or responsibility and trustworthiness [1, 27, 75], to create
guidelines for AI development teams.

2.2 How to implement new agendas? Translating values into practice
There have been numerous attempts at making values impactful and actionable for designers
through creating toolkits and methodologies for ethics in design. For example, Value-Sensitive
Design [34, 35] was developed to make the values of both designers and stakeholders part of the
design process. A lot of attention has been paid to describing how to design ethically: how to
visualise values, reconcile conflicting values, or identify stakeholders. After the introduction of the
initial framework, researchers have applied Value-Sensitive Design to different areas of practice
[5, 36, 38], evaluated the outcomes [37], and developed scalable toolkits [110] intended for different
technological domains, including AI [111].

Within AI Ethics, the principle-based approach has been criticised for claiming universal applica-
bility [45] and for not providing mechanisms to enact the principles [67]. The critique has pointed
to the lack of guidance on navigating value tensions in practice [31, 45, 65] and framing ethics as
a matter of expert oversight, where ethics is approached solely as a matter of technical or legal
expertise rather than political discussion [45].

Answering the call for more actionable mechanisms for AI ethics (transitioning to an ethical how
instead of the what [70]), technical teams have built AI ethics toolkits for implementing values in AI
systems [60]. Most frequently, such toolkits concern fairness, bias mitigation, anti-discrimination,
privacy, explainability, or accountability [46]. Many of the resulting toolkits are aimed at individual
practitioners [110], which has led to criticism that the toolkits ignore the potential for collective
action [110], as well as the role of organizational factors in ethical decision-making [84]. Another
line of criticism relates to the claims that these tools are also limited in their attention to structural
inequality [10, 26, 68] and the need for greater participation of marginalized, impacted communities,
and the Global South, at large [26, 58, 81, 86].

2.3 Who should act? Attributing responsibility for ethical action
For us, the central question for ethics in technology design and development is who should act?
Calls for designers to shoulder more moral responsibility are common both in scholarly discussion
[57, 64, 69, 71] and popular design literature [69, 76]. This has led to efforts to make ethics part of
design education, training reflexivity, and bringing new ethical perspectives into education [30].
For example, Sabie and Parikh [85] report on their experience of teaching students to engage with
the communities they are designing for with care and engaging with values beyond productivity.
In a recent systematic review of ethical studies in design, attributing responsibility for ethical
action to a designer is shown to be the most common approach in Design Ethics [73]. There is a
similar tendency in AI Ethics to place the responsibility on individuals, which has taken the form

1Our attention to AI, here, relates to the fact that half of our interviewees work in the domain of AI development.
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of providing toolkits for developers [65, 66, 83] or stating the importance of ethical education to
engineers and computer science students [13, 30].
Attributing ethical responsibility for technology development is complicated by the fact that

responsibility is often distributed. For instance, since AI systems involve many actors working on
production, data collection, and data mining, to name just a few, the distribution of responsibility
is complex and related to the problem of many hands [102]. Coeckelbergh [21] points out that
collective responsibility may mean that either a collective agent, such as an organization, is held
responsible [77, 84, 88]) or that responsibility is distributed over a group of individual agents, each
one bearing responsibility independently. In any case, individual responsibility may be considered
less relevant in the context of digital technologies [87] because of the complex relationships among
diverse actors, spaces and organizations. This resonates well with empirical studies focused on
ethical complexity in organizations that demonstrate how organizational dynamics can prevent the
fulfilment of individual good intentions [19, 65, 83, 92, 109, 110]. Not all long-term consequences can
be accessed by an individual designer or taken into account within a complex organizational context
[42]. Because of this, many studies conclude with recommendations to develop organizational
procedures for implementing ethical design rather than placing the responsibility with the individual
[42, 85], thus shifting the focus from the individual to organizational practice.

2.4 Empirical studies of ethics in practice
Research on ethics in practice studies how ethics is done as an integral part of the design process
[33, 48, 82, 95]. For example, Shilton conducted an ethnography to analyze how software developers
balance functionality and privacy requirements in designing new technology [91]. Together with
Shilton, Boyd developed the concept of ethical sensitivity to distinguish between three analytical
steps of implementing ethics in practice: noticing an ethical problem, understanding the situation,
and taking a decision [13]. Within Participatory Design, Spiel showed how everyday work with
participants, in their case children with autism, is an ongoing, processual, ethical matter [94, 95].

A recent line of studies has focused on the emotion work of design researchers who work in close
proximity with their research participants, drawing attention to the traditionally hidden processes
of managing emotions in research work [4]. Subsequent studies have drawn explicit attention to
the relation between emotion work and ethics in design research [39, 50, 82], breaking the artificial
dichotomy between felt experiences and rational behaviour. Considering the technology industry,
Su and colleagues [99] conducted a study of critical affects among workers. Using the concept of
emotion habitus, they analyzed how technology practitioners react to public criticisms of their field,
removing the usual separation between ethics and emotions. Similarly, Widder and colleagues [107]
demonstrated empirically the high psychological cost of raising ethical concerns within companies
that develop AI products. Their work points to the importance of focusing the discussion on the
distribution of power to solve ethical issues rather than just noticing them.
Scaling up and out from the specifics of individual participants in research settings, there is a

growing number of empirical studies examining how ethics is enacted both in academia [105] and
industry [19, 42, 64, 79, 109, 110]. One of the critical conclusions from this line of research is that
organizational practices matter. While hardly a surprise to CSCW scholars, it is an observation
with the potential to shape how we approach ethical responsibility in the organizational and
collaborative settings where technology development takes place. Even in situations where an
individual designer adheres to high moral standards, it is not guaranteed that deceptive design will
be avoided [18, 19, 43, 110]. Learning how to navigate ethical complexities in organizations, then,
is as important as adhering to the right set of values [19]. This practice-based view of ethics in
organizations provides footholds for approaching ethical reasoning as an empirical matter and a part

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 157. Publication date: April 2024.



157:6 Kristina Popova, Clàudia Figueras, Kristina Höök, and Airi Lampinen

of work practice where individuals need to reconcile their own assessment over what constitutes
ethically justified action with the rules and structures constraining them.

3 RESEARCH MATERIALS AND METHODOLOGICAL APPROACH
We present an empirical study of how technology practitioners approach the question of who should
act? Before presenting our materials and methods, we reflect on our positionality and explain the
theoretical assumptions about ethics that guided our research.

3.1 Positionality and conceptual approach to ethics
We are a team working in academic institutions in Northern Europe, with diverse positions (back-
ground details anonymised for review). Importantly for this paper, we all work in close proximity to
Interaction Design and the AI community. Our approach to ethical responsibility is contextualised
by our own experiences of working predominantly in small teams but in overlaps with industry
practitioners. Our diverse disciplinary backgrounds and our commitment to interdisciplinary re-
search projects, from the social sciences to AI/ML, have made us more accepting of a diversity of
approaches to ethics and differing understandings of what one’s professional responsibilities can
be seen to entail.

Our approach to ethics is grounded in feminist theories of care [24, 40, 100], the phenomenological
approach to ethics [103] and a growing body of work that challenges dichotomies between emotional
and rational ethical reasoning as developed with the concept of felt ethics [39]. We presume the
multiplicity of ethical frameworks and the existence of competing ethical agendas. We assume that
technology is not neutral but situated in political and social contexts [108]. Values are exercised in
all parts of design and deployment of technology: from interaction within a design team to the
deployment of technology and its application by users.

3.2 Data Collection
The empirical and conceptual findings of our paper were developed based on two distinctive sets
of interviews with interaction designers and developers of AI2. Some of our participants are based
in research institutions, while others work in the public sector, with a few working in private
businesses or switching between academia, governmental agencies, and private companies. More
details about the interviewees can be found in Table 1. All participants, except one HCI practitioner
based in North America (the quote from this interview is marked in the footnote), worked in
Scandinavian countries at the time of the interviews. The initial participants among interaction
design practitioners were recruited from the authors’ social networks. The initial participants
among AI practitioners were selected through purposive sampling, recruiting among those who
worked in the Swedish public sector and had at least ten years of experience. The rest of the
participants in both data sets were recruited through snowball sampling.
All participants were given information about the study and an opportunity to ask questions,

before signing an informed consent form. We emphasized that participants could skip any questions
they preferred not to answer, and that they were free to withdraw their participation at any time.
As the present research does not fall within the purview of ethical review in the country where
the authors work, we have attended to ethical research practice through ongoing conversation
among the author team and our broader community. In preparing the findings for presentation,
we have either chosen not to include or have gotten additional approval for including details that

2We do not consider interaction design as separated from AI in terms of the technologies practitioners work on/with:
some of our Interaction Design participants used AI-based technology in their projects. Yet, we see these as two separate
communities with different vocabularies and ways of reasoning.
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Table 1. Summary of interview participant demographics.

Gender Female (9), Male (14), Non-binary (0).
Background/education Engineering (14), design (5), economy/business (2), other (2).

Job title/Role

Academia (12): Associate professor (2), postdoctoral researcher (3), PhD student (3),
research engineer (4).
Public sector (9): senior researcher (3), product owner (1), senior advisor (1),
IT strategist (1), research director (1), project leader (1).
Private company (3): product owner (1), research director (1), developer (1).

Years of experience 1-5 years (1), 5-10 years (11), 10-20 years (3), > 20 years (8).

are sensitive or might disclose an interviewee’s identity or the organization they work for. Out of
concern for anonymity, the description of the interviewees’ professional roles is not uniform across
the text, yet sufficient to understand their positions in the respective organizational hierarchies.

3.2.1 Data set 1. Interviews with interaction designers based in academia. The first data set consists
of 10 semi-structured interviews that the first author conducted with academic interaction design
researchers. Details on the interviewees’ backgrounds are provided in Table 1. The interviews lasted
one hour on average. They were centred around details of the participants’ design work and the
aspects of their work that they perceived as ethically challenging. The interview protocol included
open-ended questions such as “Have you ever encountered any ethical issues in your projects” and
“Have you encountered any ethical issues during planning/implementing/presenting your project”.
Major parts of each interview were centred around follow-up questions prompted by participants’
initial answers, engaging with the details that participants viewed as ethically challenging.

3.2.2 Data set 2. Interviews with AI practitioners in the public sector. The second author conducted
10 semi-structured interviews with AI practitioners. The interviewees mostly worked with de-
veloping AI systems for government agencies. The agencies were responsible, among others, for
the distribution of social benefits, taxation, and management of natural resources. The interviews
lasted 40 minutes on average. The data was collected as part of a research project on the enactment
of ethical principles by AI practitioners working in public organizations. The interviews began
with open-ended questions, such as “Are you trying to make AI systems ‘ethical’? If so, how do you
do it?”, “What do you understand by ‘ethical AI’?” and “What does it involve in practice to develop
‘ethical AI’?”. Afterwards, the EU Ethics Guidelines for Trustworthy AI [1] were used as a prompt
to engage with the interviewees’ perceptions of ethical values in everyday practice. Examples of
questions asked in this second part of the interview include “Did you establish mechanisms to
ensure fairness/transparency/accountability in your AI systems?” or “Did you assess whether there
could be persons or groups who might be disproportionately affected by the negative implications
of developing/deploying such systems?”

3.2.3 Complementary data collection. The interviews were initially conducted as two separate
projects. Our motivation to combine the data-sets stemmed from the significant overlaps in how
participants approached responsibility for taking ethical action. After a preliminary round of
analysis of differences and overlaps between the two data sets, we conducted three additional
interviews with AI practitioners outside of government agencies and four follow-up interviews
with interviewees of Data set 2. The follow-up interviews were aimed at targeting the interviewees’
personal attitudes towards ethics. The interviewees were asked for examples of work situations
where they could not act in line with their views (in situations of ethical distress [17]) and prompted
to describe how they behaved and reasoned in such situations.
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3.3 Analytical Process
The first and second authors had initially analyzed the data separately through thematic analysis
[14]. After discussing the findings we had generated in this way, we combined the two data sets
and performed a new, collaborative thematic analysis [20], encompassing the research materials
as a whole. First, we analyzed three interviews together to agree on how to approach coding the
materials. After that, we coded two interviews independently and synchronized the codes. The rest
of the data was coded separately, with regular discussions about the themes we were generating
and further directions for analysis. We performed inductive back-and-forth analysis to refine the
codes, establish common patterns, and probe our hypotheses. Eventually, in collaboration with
the third and fourth authors, we centred our analysis around different discourses underpinning
the interviewees’ reasoning around attributing ethical responsibility. The three ethical stances
described in Section 4, as well as the elaboration of their connections, the emotion work they
entail, and the work that they perform for practitioners in low- and high- scale environments, were
generated from the interview data as a result of this thematic analysis process. While our research
materials are not suited for advancing a systematic comparison between practitioners working in
different domains, in presenting the findings, we indicate which data set each quote is drawn from
so as not to obscure emerging distinctions between accounts from different types of practitioners.

3.4 Limitations
We acknowledge that our research materials have certain limitations, some inherent to all interview
research. First, we cannot, nor are we trying to, provide a comparison between different ‘groups’
because (1) participants were not selected to represent a particular community or organizational
setting and (2) the questions asked in the two sets of interviews differed, even though we intention-
ally established similarities through complementary data collection. Second, there are important
limitations to what can be established from interview accounts without observing participants’
activities in situ or studying the organizational practices and structures that shape their work set-
tings. While a more extensive organizational study would be worthwhile, it is beyond the scope of
this paper. Limiting ourselves to the analysis of interview data, we focus on practitioners’ accounts
of ethical responsibility rather than their practices.

4 WHO SHOULD ACT? THREE ETHICAL STANCES
We now turn to the three ethical stances we synthesised through our analysis: The I-stance is an
individual approach focused on personal action. The we-stance attributes action to the collective,
leaving the role of an individual unclear. The they-stance outsources ethics, positioning ethics
as someone’s else responsibility. The stances should be understood as discourses that underpin
answers to the question of who should act rather than as individual dispositions. Taking one of the
discursive stances is not bounded to an individual: referring to different situations, one person can
shift between all three stances. The stances are related to but not solely defined by the use of I, we-
or they- pronouns. Most importantly, they differ in emphasising different actors as the subject of
action. In this section, we present each stance as an analytically distinct discourse. In section 5, we
will discuss the relationships between the three stances, the emotion work that comes with them,
and how they play out in different contexts.

4.1 I-stance
The I-stance presumes that a person is an agent of ethical action. Therefore, it attributes high
value to personal decisions. This stance places the least possible distance between an individual’s
actions and their consequences. It implies a belief that a person can influence relevant outcomes
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and, hence, can (and should) take the blame or distress related to any potential negative outcomes –
or the credit for success. In this section, we consider two types of ethical concerns in turn: first,
matters of interpersonal interaction in technology development processes, and second, issues that
have to do with the technologies being developed. While these two ethical domains are different,
we highlight that they intertwine in the development of technology since technology ultimately
changes relationships between people, even if issues of interpersonal interaction may appear distant
in settings complicated by organizational hierarchies. We start presenting the I-stance in the domain
of interpersonal interaction where it is represented the best. However, the I-stance can be taken
in any domain and at different scales: from interacting with colleagues and research participants
ethically to striving to develop a non-biased AI. While practitioners in different settings are faced
with different ethical questions, the common denominator here is taking personal responsibility.

4.1.1 I-stance and interpersonal relationships. The I-stance is familiar to researchers as it often
needs to be taken when building relationships with research participants [95], creating safe design
spaces [4, 11, 25, 82, 98], and steering research projects in a desired direction. These are all settings
where individual ethical decisions have a high impact and, thus, the I-stance is at its most powerful.
This is illustrated in the following interview excerpt from an interaction design researcher reflecting
on the importance of daily work with co-designers of technology. The interviewee highlights the
importance of her personal role in setting up trusting relationships with project participants. She
stresses that her personal role matters despite the existence of ethical guidelines that outline the
direction of action, since guidelines alone are not enough for implementing a project in an ethical
way or building interpersonal relationships within a team:

“There are national ethical reviews, guidelines, but it’s more like the daily practice of
how you’re doing research. I have examples of ethical ways of working with myself,
my own body. But in this case [the project discussed in the interview] it was how
do you engage other people in your work and create a space where everyone feels
comfortable about sharing their opinions through words, or through movements, you
know, like a place where you can create trust.” (Interaction design practitioner, early-
career academic, female)

The same interviewee talked about the importance of daily work practices and the ethics of everyday
decisions within the design process, such as communicating with teenage research participants.
By law, teenagers are not yet fully fledged subjects and do not have to be asked to consent to
participate in the study. Instead, their parents should consent on their behalf. Yet, our interviewee
chose to communicate with the participants directly, too. What guided their decision to ask the
teenagers themselves was a feeling and intuition rather than a formal rule:

“They say: it’s their parents, who need to sign it for the minors: if you’re under 18,
um, then it’s the parents who sign. Like, it doesn’t matter what the minor thinks, the
parent needs to sign it. So I had two documents [informed consents], because I thought
that was a bit weird, you know, because these were teenagers, they were almost 18.”
(Interaction design practitioner, early-career academic, female)

In addition to this instance of a researcher going beyond formal ethical requirements to act in a
manner they considered ethical, our data contained multiple further examples when the I-stance
was applied in research ethics in ways that the participants deemed successful. However, the
personalised take on ethics became demanding and problematic for an individual when touching
on structural issues or power imbalances. In such situations, the cost for the individual taking
action becomes too high, and operating from an I-stance can have high emotional costs without
leading to action.
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Our second example demonstrates an extreme case of a personal crisis that resulted from a
situation of ethical distress. The interviewee felt obliged to act but, in the end, did not act because
of the high personal cost that taking action would have entailed. In the quote, the participant refers
to an internship at a company where they spent parts of their time as a doctoral student. The
interviewee strongly disapproved of the company’s work practices. This made working for the
company an ethical problem and left the participant balancing the intention to act with the fear of
negative consequences:

“Should I say something to anyone? And then I realised that the guy who has a company,
he is pretty powerful figure [...] and he has a lot of connections, and I didn’t want
to start moving things there. I mean, it wasn’t my job in that case. I stayed there for
three months and my whole self was destroyed, because I returned back and I started
feeling that I should have said something and I didn’t.” (HCI practitioner, early-career
academic, female)

Experiencing emotional struggle, in their case, led not to an action but to a personal crisis related
to the feelings of losing one’s agency. This kind of strong emotional response – although typically
in a less damaging form – was common for interviewees who took personal responsibility for the
consequences of their actions while finding themselves in situations where they perceived acting
to have too high personal costs.

4.1.2 I-stance in the development of complex technology. Operating from the I-stance can be
challenging when multiple parties are involved. In our data, this was especially relevant in accounts
related to AI development. AI systems exist in complex environments compared to the contexts
where designers and users meet face-to-face. The complexity stems from the fact that many
participants are involved in the development of AI, from data labelling and developing mathematical
models to applying AI-based technology in practical settings. Nonetheless, the process of AI
development, too, features situations where individuals operate from the I-stance.

The following example describes a situation when an interviewee, who occupies a senior position
in his organization, was planning to install a facial recognition system in a shared, open-plan office.
The interviewee, who led the project, explained that they felt uncomfortable thinking about how
his colleagues would react to this facial recognition technology. He explained that his main reason
for emotional discomfort was the realisation that computer scientists are sensitive to privacy issues,
and it would be difficult to communicate how the system would not store any data. It is interesting
how the interviewee makes a distinction between the ‘ethical’ and the ‘emotional’. To define the
problem as ethical, they refer to their feeling and other people’s feelings rather than a rule, but this
makes them initially doubt whether the issue is, indeed, ethical:

“I don’t know... ethical? It was just also just... emotional. I mean, how, how do people
feel about having some system taking their picture and processing it and, and how
do you communicate that: no, it’s okay because we don’t store the pictures. (...) it
has the nature of some kind of surveillance, right? No, but it feels like it’s: so you
have a camera and whenever I pass by that, you will record that. (...) That particular
demo machine was just outside my office, and I wanted it to be in play. And there was
definitely an ethical problem to force that upon [others], because [...] There are slightly
more people within computer science who are more sensitive about such issues, who
are very careful about computer security and integrity and all of that.” (AI practitioner,
senior academic, male)

Another example comes from a researcher who worked on developing machine learning algorithms
in a commercial company. Given that the company had other specialisations than developing AI,
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the interviewee’s team had to explain their work to other teams. Reporting the results of ML models
can sometimes be challenging [104] because the statistical results of the model evaluation can be
easily misinterpreted. The interviewee found himself in a situation where the results reported by
their team were misinterpreted by others (the 90% accuracy rate model was treated as a sign of
success, which it actually was not). At that time, the team was facing criticism from management,
so the presentation was a high-stakes event. The interviewee described feeling conflicted because
he wanted neither to mislead colleagues nor to ruin relationships within the team:

“If we know that people can misunderstand that 90%, we’re responsible to make sure
that, you know, they don’t hype it too much or disregarded too. We are responsible
for that. So even if the team is in a tough spot and people are putting pressure on it, I
don’t think it’s like really ethical to go and say but we got 90%. (...) I wasn’t sure, but
in the end I was like ‘okay let’s do this’ [say that 90% was not a success], but it was
risky. I actually went and spoke with the team, but it didn’t go well for me. Exactly
what I expected happened that people were thinking ’this person wants to act all like
ethical and sabotage the team’ and it was kind of dismissed.” (AI practitioner, research
engineer in a private company, male)

Taking the I-stance and accepting personal responsibility can be problematic when action cannot
be taken or the costs of taking action seem too high. What is more important, the outcomes of
taking the I-stance in situations of developing complex technology were not necessarily beneficial
when individuals did not have power to act upon their will.

4.2 We-stance
The we-stance considers a collective – an organization, a company, a governmental agency – as a
unit of ethical action. The individual is considered a part of this collective subject rather than an
independent actor. When technology is produced in large organizations with a strict distribution
of labor, taking an I-stance towards ethical action may not be feasible. In such cases, taking the
we-stance – where the organization as a whole is seen as the unit of action that is responsible for
acting ethically – may seem like the default choice for the individual practitioner. The we-stance
corresponds to a sense of belonging to a group, as illustrated by the next interviewee who shares
the collective responsibility of sustaining the reputation of civil servants:

“In [the country] we have a very strong type of culture within the administration. For
many, many years people have had a huge trust to it. It has been open and we have
built that in many hundred years I would say. So, we need to maintain that within the
digital age.” (AI practitioner, senior advisor in governmental sector, male)

The we-stance is not specific to government officials and AI developers. Interaction designers in
industry settings have also been documented to frame their responsibility vis-à-vis the organization
in this way, as demonstrated by Lindberg and colleagues [64, p. 5]. The main distinction between the
two stances is that the role of individual responsibility is not emphasized in the we-stance, and not
positioned in conflict with a collective. Individuals taking the we-stance consider themselves part
of a collective but do not necessarily see a direct connection between themselves and any necessary
ethical action. In the interviews, the collective take on ethics could often be noted through the use
of the personal pronoun ‘we’ instead of ‘I’, along with expressions referring to the group, such as
‘in our team/organization’ or ‘as a company’. The use of the pronouns ‘I’ or ‘We’ is not the only
indication we rely on in categorizing interview accounts as instances of a particular stance. Rather,
in recognizing the we-stance, the emphasis is on the absence of any specification of an individual’s
personal role. In contrast, in identifying the I-stance, the key is whether interviewees describe
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themselves as responsible. The distinction became especially noticeable when interviewees who
were asked directly about their individual opinions defaulted to collective ‘we’ answers:

“-In case you would experience a tension between, for example, you and your projects
or your organization, what do you think you would rely on for solving that problem?
For example, would you rely on your inner feeling or go to maybe some documents
and guidelines and procedures or talk with other colleagues or with experts?
- So, how would I go about fixing that? That’s something we do pretty much every day
when we run a company [...].” (AI practitioner, research director in a company, male)

Referring to a company as the actor holding responsibility in front of another collective — the
‘customer base’, users, or stakeholders – is one example of operating from the we-stance. This is also
a common discourse in AI Ethics, which often considers groups and organizations as the relevant
units of action [88]. These two quotes, from different participants, provide further examples:

“I think we also might have an educational obligation as a company. We should actually
inform, in some sense, our customer base what it means to buy a data-driven product.”
(AI practitioner, research director in a private company, male)
“[Interviewer]: So, how is transparency applied for example in the systems or in the
methods?
[Respondent]: Again and I would say that’s by education because it’s like a two front
war if you want. Because we have to educate our clients and stakeholders at the same
time as we are trying to make systems for them.” (AI practitioner, research director in
a private company, male)

The we-stance does not emphasize an individual’s role in taking action, so it does not provoke
internal conflicts between personal intentions and external circumstances. In that sense, to the
individual, operating from the we-stance is a safer choice, as it can help them to avoid both the risks
related to taking action (losing one’s job or ruining workplace relationships) and the emotional
burden of non-action. Because the we-stance distances the individual from ethical action, interview
accounts that use the we-stance are less emotionally charged than those given from the I-stance.
Most of the examples of ethically challenging situations discussed within the we-stance include, for
instance, educating users – a significantly less emotionally challenging activity than the situations
described with the I-stance. User education is considered a step towards developing ethical AI
because it increases users’ awareness of potential issues related to data-driven products. This
educational approach transfers some part of ethical responsibility to the product’s users, implying
that they should be aware of potential negative consequences resulting from its use and, further,
should stop using products that lead to excessive negative outcomes. Overall, when interviewees
speak from the we-stance, their accounts involve less emotional expression in words and intonations,
both in what is said and how it is said. The lack of emotion may be specific to our data set, where
collectives were mostly formal workplace collectives or units of bureaucratic organisations rather
than self-organised groups.

In our data, strong emotional responses were noted when the participant personally witnessed
negative consequences of technology. In the following case, which we consider transitional between
the I- andwe-stances, the interviewee was working in a team that used amachine learning algorithm
for facial recognition – originally developed for other purposes – to build their technology. As it
turned out, the algorithm, developed by a third party, did not recognize participants with dark skin
during the testing stage. The bias was discovered at the latest stages of the process when the team
finished the artifact and started to use it as part of their work. Despite the discovery, it was decided
to continue the project – a decision that resulted in the interviewee’s feeling of moral discomfort.
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“The device was finished, the vehicles finished, it took months to create and someday
you have this [discovering the bias] we cannot start the project over again. The dis-
cussion was like ‘we have to be careful (...) One month ago we were doing another
thing with [...] and two students came to see how they work, because I was going to
give them the cameras and everything. I didn’t remember that one of them was black.
I forgot about that. I was showing them how to use it. [...] And then he’s like ‘can I
try, can I try it?’ And it doesn’t work. And I was like ‘Oh, I don’t know.’ We were very
ashamed.” (academic researcher)

In this case, the problem of bias was not abstract but related to personal face-to-face encounters with
users from an excluded group. The interviewee described the feeling of shame they experienced
when showing the device to the user. The way the participant talked about bias also visibly expressed
discomfort. However, they do not separate themselves from the team as a collective subject and do
not attribute the responsibility for developing biased technology to themselves personally. They
talk about shame as a shared emotion and attribute the responsibility for the problem to the team
as a whole, who attempted to remedy the situation by contacting the algorithm developer, but did
not discontinue the project because the cost – in terms of money and invested resources – appeared
too high.

In general, the we-stance puts fewer demands on personal judgement compared to the I-stance.
In the realms of formal institutions, it considers ethical decision-making a result of following the
established set of organizational procedures rather than the ethical judgements of a reflective
practitioner. In commercial and bureaucratic organizations, it implies the need to translate ethics
into formalised language of organizations: into guidelines, norms, procedures, and metrics. When
there are no guidelines at play, and ethics ‘is not measured,’ ethical issues become intangible – as
noted both by other researchers [64] and our interviewees:

“In all of this, to also keep track of something that is quite elusive as ethics, I think you
need to actually bring it down to a measurement so it’s easy to see. Preferably in a
dashboard or some spreadsheet or whatever that people could look at. Perhaps this
might sound crude, but put a price tag on it.” (AI practitioner, research director in a
private company, male)

4.3 They-stance
The last ethical stance we discuss is the they-stance. The they-stance externalises responsibility for
taking ethical action. Here, ethics was not claimed to be unimportant, but participants acknowledged
it as someone else’s responsibility, be it a particular group of developers, ethicists or social scientists,
users of the resulting system, or another group that the technology practitioners did not belong to.
Below, we report the most common rhetorical techniques that served to distance our participants
from ethical responsibility (whether as an intentional move to avoid responsibility or not).
As a first technique, participants distinguished between the ‘ethical’ and the ‘technical.’ The

quote below refers to a work domain where the end-users are other engineers. The interviewee
draws on a distinction between ‘ethical’, which has to do with people, and ‘technical,’ which has to
do with interaction between machines and, thus, is not taken to imply any ethical considerations.
This removes the possibility of recognizing an ethical concern in ‘purely’ engineering matters:

“Many of the applications we address within [our organization], they have to do with
looking at images of cracks in composite plastics and assessing them in different ways.
There aren’t that many ethical concerns in that. Or maybe if you help me, I might
find [the concerns], but often not. Many applications are very technical, or they have
to do with process automation, industrial process automation, take the readings of

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW1, Article 157. Publication date: April 2024.



157:14 Kristina Popova, Clàudia Figueras, Kristina Höök, and Airi Lampinen

various sensors and do something with these. These ethical concerns, typically, of
course, come when you have to do with people in one way or another.” (AI practitioner,
senior researcher in governmental sector, male)

Another technique implies limiting the domain of ethics to end-user interaction. Such considerations
were expressed by an interviewee who developed an AI-based system for government agencies.
Here, the developed system is not solely a machine-to-machine application – and it will be used
by other people who are not engineers – but it is not explicitly designed for the end-user (i.e.,
citizens). As expressed in the quote, the presence of an intermediary – an administration – implies
that ethical considerations should be the concern of the client, not the developer:

“I mean our work in this project is more about the core technologies and we also
support the government agencies when they build their in-house applications. But we
don’t take responsibility for the applications that are directed out to the citizens. That’s
up to the government agencies, and that’s their responsibility and their ownership of
those techniques.” (AI practitioner, senior researcher in governmental sector, male)

This logic could be applied to any service that does not directly interact with end-users. The
interviewee in the following quote applies a similar technique when he talks about a service
developed for the needs of the governmental agency, claiming that the service is not subject to
considerations regarding transparency because it is a time-saving intermediary device. Yet again,
this discourse implies that the tasks of ‘mere optimisation’ are free of ethical considerations – a
type of reasoning that imagines technology as neutral and that has long been challenged by Social
Studies of Science [12, 41, 47, 108]. While ethical considerations may arise, the responsibility for
identifying and addressing them is assigned to a third party who interacts with end-users. This
leads to overlooking the potential responsibility of both the system itself and, more importantly for
our discussion, the developers of the system:

“So they do email classifications, so when people ask questions by email they try
to classify which topic the email is about and then they route that to the correct
administrative person. And I don’t really think that transparency enters into that
process at all because it’s just a sort of a filtering step. We don’t actually make any
automatic decisions based on the system. It’s only like routing the messages to the
correct person, so it simply just saves time for the administrative part of [a government
agency].” (AI practitioner, senior researcher in governmental sector, male)

Finally, our last example represents a slightly different technique where an ethical problem is
recognized, but it is attributed to a particular domain unrelated to the area of the participant’s job.
Working in certain domains is acknowledged to be ethically problematic (such as recommender
systems or automation of work), but the position is taken that ethical concerns can be avoided
simply by not engaging with these sensitive AI applications:

“- have you ever encountered any ethical issues, during any of these projects or any
other project?

- Ethically? Like how, for example? I mean, if I was doing something like for automation
factories or like self-driving cars maybe I would have . . . I don’t think I will do it. It
depends on the... cause like when you work in this kind of stuff, there is always like
the question ‘who are you working for?’. Especially in AI. I have friends that went to
do internships at Amazon. They don’t have a problem with that, but I will not do it.”
(AI practitioner in a research institution, male)
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Within this approach, ethics is recognized as relevant only to particular domains, specific AI
techniques, or applications thereof. Therefore, direct involvement or action is considered optional
by those who do not work within those realms.

5 EMOTIONWORK AND THE THREE ETHICAL STANCES
In the previous section, we considered three ethical stances – discourses that attribute responsibility
for ethical action to an individual, an organizational entity, or someone else. The stances are not
fixed individual dispositions: the same person may shift between different stances even within
a single conversation as they produce an account of their actions and experiences. While the
stances intertwine, they are analytically distinguishable and perform different work in attributing
responsibility to specific actors. The most crucial distinction is between the I-stance, which places
ethical responsibility on an individual, nudging them to act, and the they-stance, which help
individuals avoid feeling obligated to act through techniques that transfer responsibility to another
actor.
With the help of the concepts of distancing and vulnerability, we now consider the relations

between the three stances and the emotion work that operating from each can place on technology
practitioners. We also analyze the work that the stances perform for technology practitioners
operating in different settings, making a distinction between low- and high-scale environments.

5.1 Vulnerability and distancing
Vulnerability in HCI is commonly considered to be a characteristic of a group affected by technology
or social structures, but, here, we apply the concept to technology practitioners who may end up in
vulnerable positions while (and because of) trying to act ethically. By vulnerability, we refer to the
risks related to direct personal engagement in the outcomes of one’s action [82]. Being vulnerable,
then, implies carrying on emotion work [4, 49] as a part of technology design and development.
Vulnerability implies both emotional burdens and material consequences, such as the risk of losing
one’s job or entering into a conflict with a powerful figure, an action that can lead to multiple
negative consequences.
The I-stance is prone to evoke vulnerability in situations of asymmetrical power relationships.

As we illustrated in the Section 4.1, taking action in such situations can mean, for example, risking
one’s job, whereas not acting can cause emotional distress. The interviewees who had to act against
their ethical views reported feelings of losing one’s agency, accompanied by emotional discomfort
of varying intensity, including feelings of guilt, sadness, and shame (as illustrated in the quote
in section 4.1.2 where an academic researcher expresses having felt really ashamed). In the most
extreme case, the same interviewee who felt that her ‘whole self was destroyed’ (see 4.1.1) due to
not taking action, discussed feeling guilty because of her role in enabling the status quo:

“They [the company] will manage to get more funding only because I was there. Of
course, if I wasn’t there, they would have done it themselves, it wasn’t something. . . it
was a manual work. But still I helped. [. . . ] I felt trapped and I could, I explain that I
felt trapped. I couldn’t speak, I was scared and so on. [. . . ] And at the moment I was
like, I was crying.” (HCI practitioner, early-career academic, female).

Another example of feeling sad and frustrated comes from a researcher who, because of institutional
pressure, had to step away from a research project she wanted to engage in:

“You know, I was really sad that I was told to not do it because I was really excited
about it and I felt, you know, this was a research question driving me with curiosity,
and I was told to not do it. So, I was like, okay, what should I do then? And then I felt
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like, then I did turn on quite a different track to do something else. You can definitely
imagine frustration” (Interaction design practitioner, early-career academic, female).

In these cases, the interviewees were economically and emotionally vulnerable: while recognizing
ethical concerns, they also recognized that they would face negative consequences for both acting
and not acting – either in the form of losing their employment or in terms of experiencing the
loss of self. Ethical responsibility in such cases was not a question of distributing duties within
an organization, but something that was felt – sometimes intensely – as a somatic experience of
discomfort.

In contrast, the we- and they-stances evoke a significant degree of emotional distancing, which is
achieved by situating subjectivity outside of the individual. The we-stance considers the collective –
an organization, a company, or a community of AI developers – to be the relevant subject of ethical
action without specifying a personal role for the individual practitioner. Within the we-stance,
distancing can be additionally achieved through rules and formal procedures that reduce the need for
personal judgement to a minimum. These distancing mechanisms move ethical responsibility away
from an individual by turning ethical decision-making from a felt phenomenon to an organizational
one.
Within the they-stance, distancing is achieved by externalizing ethics to a third party. The

techniques that we encountered in the interviews included limiting the sphere of the ‘ethical’:
setting up a dichotomy between ‘ethical’ and ‘technical’ issues, excluding everything that does not
have to do with ‘people’ (end users) as well as excluding service intermediary technologies from the
domain of ethical concern, or assuming that only specific technologies belong to ‘ethically sensitive’
domains. Following this logic, the need to consider ethics is acknowledged only in certain situations
– and commonly, these do not include the domains of the interviewee’s employment. Within such
a discourse, the need to take ethical action is either not recognized at all or it is attributed to a
third party. In our interviews, this third party was usually a client who interacted directly with
end-users, but it could also be the end-users themselves, a person responsible for ethics in the
company, or a particular algorithm [89]. The ultimate example of distancing is what Seaver has
labelled as ‘decorrelational ethics’ [89], a move to fulfill the dream of creating a technology that
avoids value conflict altogether, thus eliminating the need for conversations about ethics.

5.2 Low and high-scale technology design and production
The stances perform different work in low- and high-scale situations of technology design, where
they can either help practitioners see the connections between their actions and outcomes or
become discouraging by placing unrealistic expectations on an individual who lacks power to
act upon them. By low-scale, we refer to situations with a limited number of participants, where
practitioners have more control and power over the development of technology. Following Brown
and colleagues, we presume that these situations usually occur in the context of vertically integrated
designs [15] that do not depend on broad ecologies of technologies that are interdependent (such as
the Google suite of services). Instead, they are intended for a known context, where practitioners
can control the use of the system, and they are meant to be used only by a limited number of people.
These are often the kinds of situations where practitioners can directly interact with the intended
users of the technology.
Unsurprisingly, the I-stance seems to fit best in situations of low-scale design work, where an

individual has power to act according to their values. In our interviews, taking a proactive I-stance in
controlled circumstances – for example, when interacting with research participants who were also
the intended users of the technology in question – allowed practitioners to achieve desired outcomes
and experience a sense of fulfilment from work well done: establishing a trusting atmosphere
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withing a project, treating co-design participants with care and respecting their autonomy (see
the accounts from an interaction design practitioner in 4.1.1 and 4.1.1). Such interactions were
often related to a context where the consequences of one’s activity were directly visible and the
researcher had sufficient resources to act. Yet the successful examples of individual interventions
were not common beyond the scope of small research projects. Despite good intentions to serve
communities, technology practitioners were often discouraged by their lack of capabilities to induce
change. The following quote illustrates the shock this can entail:

“I did my undergrad in electrical engineering, where I learned how to do machine
learning, how to design circuitry and devices, technology so that they work faster. So
all of these are very, very important problems to solve from a science and engineering
perspective, but from where I am coming from – small town, surrounded by very rural
villages – their problems were not addressed in my education. So it didn’t reflect. Like
I was learning, I was really working hard on my education, but that wasn’t like, that
didn’t feel very directly useful for the community I belong to... [...] that was really
a shock for me! I was in my first year, I was so upset that my politics failed.” (HCI
practitioner, early-stage academic, female3).

In contrast, the they-stance was usually taken when the implications of the technology could not
be directly observed or felt or when the practitioners clearly lacked resources to address the issue.
When the implications became visible for the practitioner, such as in the cases of observing the
effects of a racially biased algorithm (see 4.2) or setting up a system that could threaten colleagues’
sense of privacy (see page 10), interviewees often switched to describe situations from the I-stance.
Shilton has reported similar findings from her fieldwork, noting that software engineers could more
easily relate to privacy and other ethical issues after testing the system that they were designing
[91].
In situations of high-scale technology development, actors are separated from each other by

the power hierarchy within an organization, and most of them do not have much control over
the course of technology development. Any case of developing AI/ML-based technology would
be a high-scale technology development, given the amount of participants involved at each stage
of the project, from data collection, labelling and storage, to algorithm deployment. The I-stance
becomes problematic in such environments, since the high personal costs of operating from it do
not necessarily pay off in terms of meaningful impact. Accepting responsibility will not necessarily
lead to action if multiple other actors are involved, the action feels too risky, or mechanisms for
action are unclear. The overly individualistic approach to owning ethics [66] has a clear risk of
becoming too demanding, overwhelming, and ultimately not actionable if the sense of responsibility
is not paired with possibilities to make a change. Given the difficulty of implementing individual
values in relation to complex AI technologies, operating from distanced we- and they-stances is
a safer and more reasonable (from the individual point of view) choice for developers employed
by large organizations. Distance creates safety by removing the uncomfortable and potentially
paralyzing burden of inescapable uncertainty (‘Am I acting ethically?’).

Further, they- and we-stances often translate ethics into an organizational phenomenon: a matter
of guidelines, rules, and bureaucratic matters. While we certainly do not advocate for relying
solely on emotion in managing ethical issues, the opposite, too, can be problematic. When ethics is
approached only through organizational lenses – quantified and measured, not felt – it becomes
detached from lived experience and it can no longer be experienced as a field where personal action
matters. This alone is problematic as it can lead to feelings of losing one’s agency and sense of
control. Distanced stances reduce feelings of personal involvement and meaningfulness, creating
3The participant was working in North America during the interview.
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detachment that can be damaging for a person [49]. Considering ethics solely through organizational
lenses, then, overshadows the lived experience of people affected by technology, along with those
who are developing algorithmic systems. Given the contextual nature of ethical action that cannot
be adequately formalized through a system of rules [40, 100, 103], this is problematic for efforts to
develop technology ethically. Strict reliance on organizational understandings of ethics poses the
risk of ignoring broader questions, such as asking whether the technology should be built in the
first place [97], since considering such questions is unlikely to be part of organizational guidelines
and, thus, a matter of no one’s responsibility.

6 DISCUSSION: BETWEEN VULNERABILITY AND DISTANCING
Our analysis follows the tradition of studying ethics in practice: approaching ethics on the tech-
nology production site as a matter of concrete technical decisions [91], situated in organizational
contexts [13, 42, 64]. With a few exceptions [31, 64, 95], prior studies have focused on the work of
industry practitioners based in the US. We broaden the state of the art by interviewing technology
practitioners who are located in Scandinavia and by including participants who work in the public
sector and in academia. Crucially, our research furthers the exploration of the emotional aspect of
ethical responsibility, started by researchers in Interaction Design [4, 50, 82] and scholars of Ethics
in Practice who have analyzed how recognizing ethical concerns affects technology practitioners’
feelings [99, 107]. We contribute to the study of ethics in practice by focusing on the emotion
work related to recognizing an ethical issue and accepting (or refusing) the responsibility to act on
it. While the importance of developing ethical sensitivity – the ability to recognize ethical issues
– has been studied and documented thoroughly in prior work [13, 64, 91], we focus on the next
step: taking responsibility for ethical action. We argue that the emotional aspect of attributing
responsibility is central to practitioners’ subsequent choices to act or to refrain from taking action.

6.1 Taking ethical responsibility involves bearing an emotional burden
Our findings describe how the three stances place a different degree of responsibility on the
individual practitioner, either liberating them from any personal need to act or putting them on the
spot. While taking the actionable I-stance may seem empowering in that it positions the individual
with high responsibility and high personal involvement, it also makes the individual vulnerable.
Taking more distanced we- and they-stances can, in contrast, help individuals to avoid emotional
discomfort, at least in the short term. With the we-stance, the interviewees were able to speak about
‘we’ or ‘us’, defining themselves as part of a collective subject while avoiding a direct personal
need to act. Within the distanced they-stance, we have noted three separate distancing techniques,
which our interviewees deployed to frame ethics as a matter of someone else’s responsibility: (1)
distinguishing between the ethical and the technical; (2) limiting the domain of ethics to interactions
with end-users; and (3) marking only certain areas of technology application as ethically problematic
and, thus, as requiring ethical reflection. These distancing techniques also explain why participants
come to not feel the need to carry ethical responsibility in their workplaces.

We highlight that the very fact of noticing an ethical issue and acknowledging one’s personal role
in acting puts emotional burden on the individual. Due to the high emotional costs of responsibility,
it is reasonable that accounts from the I-stance were not that common among our participants.
Here, our findings align with the research of Widder and colleagues [107] that reports on emotional
distresses and sensations of anxiety, depression, and isolation related to raising ethical concerns
in tech companies by workers who had no actual power to address such issues. Similarly, when
taking the I-stance, most of our interviewees ended up feeling distressed: sad, ashamed, frustrated,
or left with a feeling of ‘losing oneself.’ In our data, positive examples of taking ethical action came
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from the area of research ethics, especially from interactions with participants in participatory
design and co-design projects where the interviewees had the power and resources to act in line
with their ethical sensitivities and to work on establishing trusting and respectful relationships.

Taking the I-stance could certainly be beneficial for the development of more ethical technology,
yet given the high cost of acting upon ethical issues, it is only reasonable that our interviewees
deployed a variety of distancing techniques. Given the similarities between our findings and
the findings from Widder and colleagues [107], we can say that individuals located in different
institutional and regional settings – yet in structurally similar circumstances where they lacked the
power to address their ethical concerns – were experiencing similar feelings of distress, anxiety, or
disappointment. This structural shaping of how emotions come to matter for ethical (in)action is a
central part of why emotions should not be dismissed from conversations about ethics as individual
and volatile matters.

Both we- and they-stances allow interviewees to distance themselves from ethical responsibility,
hence largely avoiding negative emotional consequences related to even recognizing an ethical
issue. The distanced stances relieve practitioners from discomforting feelings of powerlessness,
responsibility, and internal conflict related to the discovery of injustice. But there is a danger
in both taking the I-stance and not taking it. The danger of being too vulnerable relates to the
possibility of experiencing an emotional crisis and/or facing material consequences for acting. The
danger of distancing, on a psychological level, manifests in the form of alienation and detachment
– something that Hochschild noted in workers who had to engage in emotion work in the service
industry [49]. At scale, the danger of distancing lies in that it may enable broader negative outcomes,
such as the production of harmful technology.

6.2 Steps toward making ethics actionable
While we make an analytic distinction between situations of low- and high-scale technology
development, there is no opposition between the scales: all high-scale projects demand personal
involvement. Large AI systems are built by workers who pay attention to seemingly ‘small’ things,
such as cleaning data sets [80, 89]; ethical guidelines are driven by enthusiasts fighting their way
through organizational structures [65, 84]; the implementation of otherwise abstract principles is
made possible by very concrete people [78, 109]. The I-stance has to be taken in order to make
high-scale settings work, but taking the I-stance is likely to have serious negative consequences
for individuals with limited power. That said, we join claims to refrain from framing ethical
matters as matters of individual decision-making and responsibility [8, 87]. Our suggestions align
with prior calls to develop more supporting structures for practitioners who take responsibility
for acting ethically, both in low-scale projects and within big tech companies [65, 83]. In what
follows, we discuss three strategies to make ethics actionable: normalizing a degree of vulnerability
and discomfort, developing organizational structures that support individual ethical action, and
developing hands-on approaches to demonstrate the limits of individual action at the technology
production site.

6.2.1 Normalizing vulnerability and discomfort. Taking an actionable stance is needed to implement
change. Therefore, our first conclusion is that we have to normalize the vulnerability of the I-
stance along with a degree of discomfort that follows from recognizing ethical issues. Inspiration
for becoming more vulnerable and shouldering more personal responsibility can be taken from
first person perspectives in interaction design, such as soma design [52, 53], that strive to reduce
the distance between the creator and their work, and encourage approaching one’s inherent
vulnerability not as a problem that needs to be hidden but as a ground for connection and a reason
to care for each other [82]. Approaching design work from a vulnerable standpoint means accepting
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the value of our felt experiences, discomfort, and failures [55] and respecting gut feelings – the
not-yet-fully formalized discomforts and sensations of unease that often point at problems which
were not yet articulated. Such an approach to social interaction on the technology production site
implies building new grounds for collective action, based on ideas of the inherent relationality
(rather than a supposed autonomy) of human beings. This aligns closely with ethics of care [24, 100].

Normalizing vulnerability means accepting that a degree of discomfort will always be part of an
ethical practice of technology production, especially in high-scale settings. Further, even within
low-scale projects, an individual’s control is limited. For example, design materials carry their own
histories [23] which can introduce traces of colonialism and oppression even into the purportedly
most ethical and justice-oriented designs. Accepting and articulating the discomfort of not having
total control over the process while still feeling called upon to bear responsibility for its outcomes
can be the first necessary step in changing the status quo.

6.2.2 Developing structures to support ethical action. Besides normalizing a certain degree of
vulnerability and the discomfort that comes with it, we need to develop structures to support ethical
action. Otherwise, it is very likely that those who are in the least powerful positions will end up
being the most vulnerable and bearing the biggest cost for taking responsibility. Vulnerability is
not a meaningful answer when there is no safety and equality, or when urges to be vulnerable
come from those in positions of power and security towards those who are located lower in a social
hierarchy. Liboiron and colleagues provide an example of a situation where the request for being
vulnerable evokes nothing but anger:

“I was giving a talk about CLEAR’s feminist science at a university reputed for its
progressive politics. It hosted one of the most alienating Q&As I’ve ever been invited
to (except for that time in that philosophy department). One question stood out. A
woman asked me to share my failures in the lab. I asked what she meant. She said, “I
want you to be more vulnerable.” I obliged her. Later, I was furious. Furious for the
question—asking me to be more vulnerable, standing at the front of the room as a
small, Native woman whom academia and dominant science are built to erase, trying
to work where there are few roadmaps. I was furious no allies in the room stepped in
to intervene, despite their rhetoric of allyship. But mostly I was furious at myself for
obliging instead of burning that house down.” [62, p. 147].

Attempts to label ethical decision-making on the technology production site as solely an individual
responsibility are dangerous for those who have little protection within organizational hierarchies.
Vulnerability has to be equalized with the degree of power. When the outcomes of an action are
beyond one’s control or when one lacks the ability to make the necessary sacrifices, distancing
becomes a matter of safety. While protocols, guidelines, and formal procedures are imperfect,
at the lack of better means, they may serve to ensure the safety of individuals in structurally
vulnerable positions within their organizations. However, solely relying on protocols is insufficient.
It is crucial to have supporting structures that provide checks and balances, such as technology
workers’ associations.

6.2.3 Reckoning with the limits of individual agency. The conversation about ethics of technology
is too often framed with an excessive focus on the individual as the main actor of change. This is
in stark contrast to the distributed nature of technology development. To create a more realistic
perspective on the value of individual efforts that are not supported by associations and other forms
of political power, we suggest bringing forms of reasoning from Science and Technology Studies
(STS) closer to tech practitioners, that is, making the consequences and limitations of individual
action more readily felt. Attending to the histories of design goals and materials, including data,
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can stimulate us to recognize the limits within which we can induce change and help us respect the
unexpected consequences our work may have. We see an opportunity here to bring ideas that are
almost taken for granted within STS, such as the agency of technological artifacts and politically
motivated decisions that can underlie their design [108], closer to design and engineering practice.
In practice, this can mean developing historical sensibility [93] – demonstrating the historical,

consecutive nature of technological development – through hands-on work with design practition-
ers. One successful example of this type of interdisciplinary translation is the implosion exercise that
Dumit developed based on Haraway’s scholarship [28]. In this exercise, participants are asked to
pick up a simple artifact, like a pen, and answer a number of questions to trace its connection to the
world outside of the classroom/workshop. The questions can be very concrete: “How was it produced
and who is involved in its production?”, “What materials are involved in its production and mainte-
nance? Where have these materials come from?” [28]. An example of using the implosion exercise to
uncover the connections between cultural discourses, media, and intellectual lineages in emotion
detection can be found in recent work by Arnelid, Harrison and Johnson [3]. Another example is
Joler and Crawford’s [23] critical map of the Amazon Echo device which uncovers the supply chain
of materials, planetary resources, data, and human labor behind the device, highlighting injustices
and exploitation at each stage of the process.

What we suggest as a next step is experimenting with making the complexity and relationality
of technology production as tangible and felt as possible to highlight the limitations of individual
agency in relation to the complex histories of materials. We encourage CSCW scholars to work
on developing hands-on ways to introduce historicism into the technology production site and
to have conversations about ethics, not only analytically but also in a way that appeals to our
felt sense as technology practitioners. This is not an easy task since high-scale technology by its
nature produces distance between its users and creators and renders the underlying complexity of
its production invisible. Yet, we believe such an intervention is needed to bridge the gap between
our emotional understanding of ethics and the distributed nature of technology production. This
can help us not only to avoid placing unrealistic hopes on the potential of an individual reflexive
practitioner but also to recognize opportunities to make change collectively.

7 CONCLUSION
We have considered emotions related to recognizing ethical issues on the technology production
site and attributing responsibility for acting on them. While the scholarly conversation about
ethics has traditionally focused on searching for a rational ground for ethical action, we argue
for the need to attend also to the emotional component of ethics as it helps explain why taking
responsibility and even recognizing an ethical issue can be so problematic. Based on an interview
study with technology practitioners from academia, technology industry, and the public sector,
we have identified three ethical stances – I, we, and they – that technology practitioners use when
providing accounts for taking or not taking ethical responsibility. Further, we have introduced the
concepts of vulnerability and distancing to analyze the differences between these stances and the
emotion work that they entail. Our analysis demonstrates that recognizing an ethical issue and
taking an actionable I-stance towards it places a heavy burden on practitioners, especially when
they do not have the power to act upon their ethical sensitivities. Cultivating ethical sensitivity, then,
is important but not sufficient to enable productive ways of acting. We argue for the importance of
building new organizational practices and safe conditions for taking personal responsibility for
ethical action. We invite researchers to draw upon first person perspectives in design and STS
approaches to acknowledge the limitations of individual control over technology development and
to recognize opportunities to make change collectively. We believe these resources will help advance
an actionable, relational approach to ethics that acknowledges the connection between emotion
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and ethical practice while refraining from trivializing complex issues as matters of individual
responsibility.
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